
Properties of real networks: degree 

distribution 

Nodes with small degrees are most frequent. 

The fraction of highly connected nodes decreases, but is not zero. 

Look closer: use a logarithmic plot. 
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In- and out-degree distribution of the WWW  
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R. Albert, H. Jeong, A.-L. Barabási, Nature 401, 130 (1999) 

A. Broder et al., Comput. Netw. 33, 309 (1999) 

nodes: webpages 

edges: hyperlinks 

Usage: the degree distribution scales as a power law 



Degree distributions in networks of science 

collaborations  

Coauthor, neurosci. 
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Coauthor, HEP 
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M. E. J. Newman, Phys. Rev. E 64, 016131 (2001) 

 A.-L. Barabási et al., cond-mat/0104162 (2001) 
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Metabolic networks have a power-law 

degree distribution 

H. Jeong et al., Nature 407, 651 (2000) 

Archaeoglobus f. E. coli 

C. elegans 

bipartite 

nodes: metabolites, 

reactions  

directed edges,  

out: reactant (substrate)  

in: product of reaction 
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Degree distribution of protein networks 

Fruit fly 
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Giot et al. Science 2003 – Drosophila m. 

Li et al. Science 2004 – C. elegans 

Rual et al. Nature 2005 – human 

Stelzl et al. Cell 2005 - human 
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indegree outdegree 

Gene regulatory networks’ out-degree 

distribution long - tailed, in-degree 

distribution more limited 

S. cerevisiae 
Guelzim et al,  Nature Genetics 31, 60 (2002) 

Lee et al,  Science 298, 799 (2002) 



Cleaning up degree distributions 

Often it is difficult to determine the best fit to the points that make up 

 a degree distribution. 

Methods of data cleanup for decreasing degree distributions:  

 

1. logarithmic binning: bin the k range; use bins of exponentially 

increasing size 

2. Display the cumulative degree distribution 

 

 

3. Construct a rank-degree plot wherein nodes are ranked in the  

       decreasing order of degree. 

)Kk(P1)Kk(P 

J. Wu et al., Comp. Bio. and Chem. 32, 1 (2008) 



 

Ex. Determine the degree distribution and  

cumulative degree distribution of the graph  

on the right. Construct its rank-degree plot. 
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log( )x

cx 

Probability 

that node has 

degree x. 

1cx  

Probability that a 

node has a degree 

bigger than x. 

)x(P

If the 

(noncumulative) 

degree 

distribution aligns 

with  a power law 

with exponent 

>1, 

the cumulative 

degree 

distribution 

will align with a 

power law with 

exponent -1.  

Does not apply 

for =1! 
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If the 

(noncumulative) 

degree 

distribution aligns 

with  a power law 

with exponent 

>2, 

the rank-degree 

distribution 

will align with a 

power law with 

exponent -1.  

Degree distribution and rank-degree plot 

J. Wu et al., Comp. Bio. and Chem. 32, 1 (2008) 



 CAIDA, http://www.caida.org/research/topology/generator/ 

Cumulative degree distributions of the 

Internet  

CCDF: complementary cumulative distribution function, P(k>K) 

AS level router level 
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http://www.caida.org/research/topology/generator/


Power grid has exponential degree distribution 

R. Albert, I. Albert, G. L. Nakarado, Phys. Rev. E 69, 025103(R) (2004) 

nodes: generators, 

power stations  

edges: power lines 
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Degree distributions in metabolite and reaction 

networks 

 Construct non-directed projections to metabolite and reaction networks 

Rank vs. degree plot, similar to P(k>K).  

The degree exponent =|slope|+1 

Undirected substrate network Undirected reaction network 

Tanaka, Phys. Rev Lett. 94, 168101 (2005) 



Bow-tie structure of the WWW 

Network has >200 million webpages, >1.5 billion hyperlinks 

Largest strongly connected component (Core)  <40% of network 

In-component (Origination) ~20% 

Out-component (Termination) ~20% 

Broder et al, Comput. Netw. 33, 309 (2000). 



Average path length and average clustering 

coefficient in real networks  

klog

Nlog
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Apparent scaling with the network size and average degree - as though 

these different networks were members of the same family. 



Comparison of yeast interaction networks 

Degree distribution Clustering coefficient Connected components 
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Yook, Oltvai and Barabási, Proteomics 4, 928 (2004) 
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Paths in Drosophila protein interaction 

network 

Randomization: swap 

the endpoints of two 

edges, node degrees 

stay the same. 

More long paths, but also more short cycles, than in randomized network. 



Distances in Metabolic Networks 

Distance distribution 

 Relatively small and constant 

average distance across organisms  H. Jeong et al., Nature 407, 651 (2000) 

In-degree Out-degree 

Average degree 

E. coli 

Paths defined to connect substrates (reactants) to products, the average is 

calculated on the reachable pairs only.  
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Clustering-degree relation in metabolic networks 

Average clustering 

coefficient of nodes 

with degree k 

Ravasz et al., Science 297, 1551 (2002) 

Open symbols: a 

model with the same 

degree distribution 

Straight line:  1
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



Distribution of betweenness centrality 
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K. I. Goh et al., PNAS 99, 12583 (2002) 

World-wide Web 

Internet (AS level) 

 

 

Coauthorship 

Protein interaction 

Metabolic netw. 

 

 

 



Betweenness centrality (load) distribution of 

the power grid 
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R. Albert, I. Albert, G. L. Nakarado, Phys. Rev. E 69, 025103(R) (2004) 

Q: How does the  

non-cumulative 

distribution 

look like in the region 

where the cumulative 

distribution is almost 

horizontal? 





Transcriptional regulatory motifs 

Regulators (TFs), blue circles 

Genes, red rectangles 

Dashed edges mean translation 

Lee et al,  Science 298, 799 (2002) 

Feedforward loop: 

convergent direct and 

indirect regulation; noise 

filter 

Single input motif: 

one TF regulates 

several genes; temporal 

program 

Multi-input motif: combinatorial  

regulation 



Mixing patterns in networks   
Mixing in social networks  

 assortative: people prefer to associate with others who are like them 

 disassortative: people prefer to associate with others who are different 

 

Mixing with respect of node degree: 

 assortative: high degree nodes tend to be connected to high degree 

nodes  

 disassortative: high degree nodes tend to be connected to low degree 

nodes 

Focus on edge i, denote the excess in-degree of its starting point with ji 

and the excess out-degree of its endpoint with ki  

Mixing is quantified by the correlation between ji  and ki   over all i 

 

 

 

 

 

Positive correlation - assortative, Negative correlation - disassortative 
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Social networks tend to be assortative, technological and biological 

networks tend to be disassortative. 

 

Possible causes of assortativity: group affiliation, attraction of similars; 

Possible causes of disassortativity: service relationships (e.g. directories),  

representation as simple graphs. 

 

 

 

M. E. J. Newman, Phys. Rev. E  (2003) 



<k> 

fraction of nodes in largest (weakly) 

connected component 

M Newman, Networks (2010) 

average distance of reachable pairs 



• Many real-world networks exhibit community structure (also 
called modularity). 

• Intuitively modularity can be defined as the existence of 
subgraphs that are densely intra-connected but sparsely inter-
connected. 

Community structure in networks 



Definitions of a community 

• Cliques (completely connected subgraphs) 

• Chain of cliques – adjacent cliques share every node except one 

 

• k-clan – diameter (largest path length) is  k 

 

• Definitions using the edges inside and outside a presumed community 

    ki
in – edges of node i that stay inside the community  

    ki
out – edges of node i that go outside of the community  

 

– Strong community:  ki
in ≥ ki

out   for every node i in the community 

– Weak community:  ∑i ki
in≥ ∑i ki

out, where the sum is over nodes in the 
community 

F. Radicchi et al., PNAS 101, 2658 (2004). 



• Find cliques, chains of cliques, 2- and 3-clans, strong and 

weak communities in the graph  



Community Detecting Algorithms 

• Most (but not all) methods assume non-overlapping 

communities 

• Two main families of methods: 

– Agglomerative (bottom up) 

– Divisive (top down) 

• Several implemented methods 

– Cytoscape has several plugins such as MCODE 

– CFinder 

 

 

 



Agglomerative method: hierarchical clustering 

• Calculate a weight (connectivity measure) Wij for every pair i, j of vertices 

– Example of weight: number of node-independent paths between i and j. 

• Start with each node as a separate community 

• Unite the highest-weight node pair(s) 

• Calculate the weights between the newly formed community(ies) as 
averages over the nodes in the community 

• Repeat 

dendogram 



• Betweenness centrality of an edge is the number of shortest paths 
between pairs of vertices that run along it 

• Algorithm: 

– Calculate the betweenness for all edges in the network 

– Remove the edge with highest betweenness 

– Recalculate the betweenness for all edges affected by the 
removal 

– Repeat 

 

 

 

 

This algorithm also leads to a dendogram 

 

Q: When is it most meaningful to stop? 

 

Divisive method: betweenness centrality algorithm 

M.E.J. Newman, Phys. Rev. E 69, 066133, 2004. 



Strength of communities 

To check if a particular division  

 is meaningful, we can determine 

the  modularity measure Q,  

defined as the fraction of edges that fall  

within communities, minus the expected  

value of the same quantity if edges fall at random without regard for the 

community structure. 

 

If Q=0, implies the division gives no more within-community edges than  

would be expected by random chance.  

Q>0 indicates a significant community structure. 

The higher Q, the better the proposed community structure. 

M. Girvan and M.E.J. Newman, PNAS 99 (2002). 



Label propagation 
 

• Each node is initialized with a separate label (is its own community) 

• Node labels updated in asynchronous rounds 

• Label adoption condition: join the community to which the most adjacent 
nodes belong. Ties are broken randomly. 

• Stop when each node is in the community where most of its neighbors are. 

• No unique solution, but solutions are similar to each other. 

• Faster and as efficient as other algorithms 

 

 

 

U.N. Raghavan, R. Albert, S. Kumara PRE 76, 036106 (2007). 



Clique percolation 

• Idea: a community can be 
interpreted as a union of cliques 
that share nodes 

• k-clique-community is the union 
of all k-cliques that can be 
reached from each other through 
a series of adjacent k-cliques.  

• Two k-cliques are adjacent if 
they share k-1 nodes.  

• k-clique-communities can form 
meta-nodes in a higher level 
network.  

Palla et. al., Nature 435,  

814-818 (2005) 


